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Abstract:  
Introduction: This study explores the potential of Large Language Models (LLMs), specifically 
ChatGPT-4, in generating Python programming questions with varying degrees of difficulty. 
This ability could significantly enhance adaptive educational applications. Methodology: 

Experiments were conducted with ChatGPT-4 and participants to evaluate its ability to 
generate questions on various topics and difficulty levels in programming. Results: The results 
reveal a moderate positive correlation between the difficulty ratings assigned by ChatGPT-4 
and the perceived difficulty ratings given by participants. ChatGPT-4 proves to be effective in 
generating questions that cover a wide range of difficulty levels.Discussion: The study 
highlights ChatGPT-4’s potential for use in adaptive educational applications that 
accommodate different learning competencies and needs. Conclusions: This study presents a 
prototype of a gamified educational application for teaching Python, which uses ChatGPT to 
automatically generate questions of varying difficulty levels. Future studies should conduct 
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more exhaustive experiments, explore other programming languages, and address more 
complex programming concepts. 
 
Keywords: Large Langue Models; ChatGPT; Question Generation; Adaptation; Gamification; 
Python; Difficulty; Pedagogy.  
 
Resumen:  
Introducción: Este estudio explora el potencial de los Modelos de Lenguaje Extenso (MLE), 
específicamente ChatGPT-4, en la generación de preguntas de programación en Python con 
diferentes grados de dificultad. Esta capacidad puede mejorar las aplicaciones educativas 
adaptativas. Metodología: Se realizaron experimentos con ChatGPT-4 y participantes para 
evaluar su capacidad de generar preguntas sobre diversos temas y niveles de dificultad en 
programación. Resultados: Los resultados revelan una correlación positiva moderada entre 
las clasificaciones de dificultad asignadas por ChatGPT-4 y las calificaciones de dificultad 
percibida por los participantes. ChatGPT-4 demuestra ser eficaz en la generación de preguntas 
de distintos niveles de dificultad. Discusión: El estudio destaca el potencial de ChatGPT-4 
para ser utilizado en aplicaciones educativas adaptativas que se ajusten a las diferentes 
competencias y necesidades de los estudiantes. Conclusiones: Este estudio presenta un 
prototipo de una aplicación educativa gamificada para enseñar Python, que utiliza ChatGPT 
para generar preguntas automáticamente. Se sugiere que futuros estudios realicen 
experimentos más exhaustivos, exploren otros lenguajes de programación y aborden 
conceptos más complejos. 
 
Palabras clave: Modelos de Lenguaje Extenso; ChatGPT; Generación de Preguntas; 
Adaptación; Gamificación; Python; Dificultad; Pedagogía. 

 

1. Introduction 
 
Programming is an invaluable skill that opens career opportunities, develops problem-solving 
skills, and enhances technical literacy (Scherer et al., 2021). However, teaching and engaging 
students with programming can be challenging (Sinclair et al., 2015). Programming requires a 
unique logical thinking style, which often takes time for students to acquire (Albán-Bedoya & 
Ocaña-Garzón, 202). Additionally, many programming constructs are highly abstract, making 
them difficult to communicate effectively. Two popular solutions to try and mitigate these 
issues are introducing students to programming through high-level programming languages 
and leveraging gamification.  
 
Gamification has gained attention as a means of increasing student engagement (Saleem et al., 
2022; Oliveira et al., 2023). Gamification is the design methodology of implementing elements 
or mechanics usually present in game (e.g., points, levels) into non-game domains to enhance 
user experience and elicit certain behaviors, like engagement (Deterding et al., 2011; Huotari 
& Hamari, 2017). Engagement is a common concern in education due to its relationship with 
students’ academic achievements (Lei et al., 2018). This is especially relevant in computer 
science which rates lower than average on student engagement benchmarks compared to other 
subjects (Sinclair et al., 2015). Consequently, research has explored the use of gamification 
applications in the context of computer science and teaching programming languages (Ahmad 
et al., 2020; Zhan et al., 2022). However, gamification research highlights the importance for 
advancing gamification systems capable of adapting to unique student characteristics to keep 
them engaged for a longer period (Bennani et al., 2022). For example, automating question 
generation to accommodate varying student proficiencies would be an invaluable resource 
that could enhance the learning experiences (Sarsa et al., 2022). Thankfully, recent 
advancements in Artificial Intelligence (AI), such as Language Models, have facilitated the 
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generation of questions for educational applications. 
 
1.1. Large Language Models 
 
Large Language Models (LLMs) are computational models designed to manipulate, generate 
and understand human language (Chang et al., 2024). The size of LLMs is usually based on the 
number of parameters it has, which significantly correlates with their performance (Caruccio 
et al., 2024; Gemini Team et al., 2023; OpenAI et al., 2023). OpenAI’s ChatGPT, is a great 
example of the relationship of parameters and performance since GPT-4, which is estimated 
to have trillions - exact numbers are not publicly disclosed - significantly outperforms GPT-3 
on multiple benchmark datasets, which had 175 billion parameters (OpenAI et al., 2023). These 
advancements in LLMs have opened new avenues for research in educational contexts. 
 
The applications of LLMs in education are extensive (Wang et al., 2024). Three categories – 
Study Assisting, Teach Assisting, and Adaptive Learning – were described by Wang and 
colleagues in their taxonomy of LLMs uses in education. Study Assisting involves LLMs aiding 
students directly, Teach Assisting involves aiding teachers, and Adaptive Learning involves 
LLMs automating and personalizing parts of the learning process. These three categories are 
further subdivided: Study Assisting included functionality of: (i) Question Solving, (ii) Error 
Correction, and (iii) Confusion Helper. Teaching Assisting included functionality of: (i) 
Question Generation, (ii)Automatic Grading, and (iii) Material Creation. Lastly, Adaptive 
learning included functionality of: (i) Knowledge Tracing and (ii) Content personalization 
(Wang et al., 2024).  
 
The use of LLMs for question generation in educational contexts has garnered significant 
attention by researchers (Biancini et al., 2024; Doughty et al., 2024; Zhang et al., 2022). For 
example, Biancini et al. (2024) tested three LLMs for their ability to generate multiple choice 
questions (MCQs). They found that ChatGPT was particularly proficient at generating MCQs 
and produced the highest quality among the LLMs they evaluated. Their study also suggests 
integrating user personalization characteristics into LLM prompts to further improve the 
quality of questions produced and enhance the student experience (Biancini et al., 2024). 
 
Several studies emphasize that the quality of prompts provided as input to LLMs significantly 
affects the quality of the generated output. Various prompt engineering methodologies have 
been described in literature. Multiple studies have identified key strategies, such as: (i) using 
clear and precise language, (ii) specifying the role the LLM should assume (e.g., student, 
teacher, expert, writer), (iii) encouraging the model to operate step-by-step and (iv) defining 
the desired output format (Amatriain, 2024; Chen et al., 2023; Ortolan, 2023; Velasquez-Hainao 
et al., 2023; Zhou et al., 2022) 
 
1.2. Large Language Models for Programming 

There are many top performing LLMs on the market currently, including ChatGPT, Gemini, 
and Claude (Caruccio et al., 2024; Gemini Team et al., 2023; OpenAI et al., 2023). The 
performance of LLM is often evaluated through specialized benchmarks designed to test the 
model’s capability in specific Natural Lnauge Processing (NLP) tasks (Liu et al., 2023). One 
NLP tasks that has gained the attention of researchers is programing and/or coding tasks (Hou 
et al., 2023). For example, HumanEval+, a dataset composed of publicly available code from 
GitHub used to study Python code-writing capabilities, has been widely used for comparing 
LLMs (M. Chen et al., 2021; Liu et al., 2023). As of May 13, 2024, ChatGPT4o is the state-of-the-
art LLM on this benchmark (i.e., it performs the best) (Liu et al., 2023).  
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Many researchers are exploring the use of LLMs in teaching programming languages like 
Python. For example, Sarsa et al., (2022) tested LLMs for their ability to generate programming 
exercises and code explanations, finding that they could create novel and sensible questions. 
They emphasized the need for additional oversight because of potential output inaccuracies. 
This is one of the reasons why a two-step process is often recommended, where an LLM also 
validates the output and format of another LLM (Shankar et al., 2024). Similarly, Doughty et. 
(2024) al tested ChatGPT-4 on its capacity to generate MCQs about Python. They found that 
Python programming MCQs generated by ChatGPT-4 were comparable to human-crafted 
questions and, in some cases, had better alignment with learning objectives. However, they 
identified a few problems with the question generation, such as MCQs with multiple correct 
answers. While their study supports the capability of LLMs, specifically ChatGPT-4, to 
generate python programming questions, it did not explore the difficulty of the generated 
MCQs (Doughty et al., 2024). 

1.3. Questions Difficulty  
 
Recent studies indicate that researchers are increasingly interested in exploring how LLMs can 
be leveraged in educational contexts to generate a diverse set of questions. However, there is 
still a lack of understanding of the nuanced capacity of LLMs to generate questions of varying 
difficulty (Doughty et al., 2024). Complexity, difficulty and challenge are distinct terms that 
can mean very different things depending on the context. Difficulty and challenge are often 
thought of as a user’s response to complexity. Thus, defining complexity and attempting to 
quantify it can help predict difficulty and challenge. In education, complexity often considers 
the structural characteristics of a task, such as the number of components, the interactivity 
between components, and the cognitive load associated with each component (Chen et al., 
2023).  
 
Many approaches have been taken to describe complexity and its subparts in a meaningful 
way. For example, Blooms Taxonomy’s is widely used in pedagogy and education because its 
cognitive processes correlate effectively with complexity and cognitive load. (Krathwohl, 
2002). Similarly, the Cognitive Load Theory, a theoretical framework that distinguishes 
between sources of cognitive effort in a task or subtask, has also been utilized (Sweller, 1988).  
Sweller (1988) describes three types of cognitive load – Intrinsic cognitive load, extrinsic 
cognitive load, and germane cognitive load. Intrinsic cognitive load is the inherent mental 
effort associated with a task. Extrinsic cognitive load refers to the mental effort associated with 
how a task is presented. Lastly, Germane cognitive load refers to the effort associated with 
processing, constructing and automating schemes. Each of the Cognitive Load Theory 
constructs have substantial subjective characteristics. There are some ways to try objectively 
quantifying each – textual characteristics like word count, usage and format contribute to 
extrinsic load and user response time captures cognitive load generally to some extent. 
However, cognitive load and its subclass ultimately depend on a user, making them inherently 
subjective (Zu et al., 2021). Identifying and managing complexity in education is crucial for 
creating effective learning environments that cater to the needs of all students. Providing 
learning materials with an appropriate challenge level, tailored to the spectrum of student 
proficiencies, can significantly promote student engagement, motivation, focus, and foster a 
mental state of flow (Flegal et al., 2019; Yazidi et al., 2020) 

In the context of programming education, many metrics are used to quantify the complexity 
of code. Metrics like Halstead and McCabe (cyclometric) complexity consider factors such as 
the number of operators & operands or the control flow of a program, respectively. There are 
also simpler metrics to describe code complexity like Lines of Code and syntax-based concept 
counts. Interestingly, basic metrics of code complexity perform better in tracking complexity 
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for introductory topics than their more sophisticated alternatives (Ihantola & Petersen, 2019). 

The implementation of LLMs, like ChatGPT, into programming education presents a 
promising avenue for enhancing student engagement and learning outcomes. LLMs could 
offer new capabilities for adapting educational content, particularly through question 
generation, which can be tailored to match students' varying skill levels. Nevertheless, 
understanding and quantifying the difficulty of generated questions remains essential for 
creating effective adaptive learning systems. As research progresses, the use of LLMs could 
revolutionize the way programming is taught, making it more accessible and engaging for 
students at all levels. Towards this end, this work conducts a series of experiments to explore 
the potential of LLMs, specifically ChatGPT-4o, in generating Python programming questions 
with varying degrees of difficulty. Lastly, this work also introduces a prototype of a gamified 
educational application design to teach Python programming that leverages ChatGPT to 
automatically generate challenges (i.e., questions) of different levels of difficulty. 

2. Method 
 
A set of experiments were conducted to explore the capability of LLMs to generate Python 
programming questions of different degrees of difficulty. OpenAI ChatGPT-4o was chosen 
due to its top performance in coding tasks (see section 1.2). To assess its ability, both human 
participants and ChatGPT-4o itself were employed to assess the difficulty of the generated 
questions.  
 
2.1. Questions generation using ChatGPT-4o 
 
The generation process of the python programming questions utilized OpenAI Application 
Programming Interface (API) for automation. Specifically, the System prompt and User 
prompt shown below were used in each of the calls made to the API to generate a corpus of 
python programming questions that would be further analyzed. 
 
System prompt:  
“Core Block 
You are an expert Python question generator focused on creating high-quality questions of varying 
difficulty to teach students. The user prompt will specify the type of question (multiple-choice, fill-in-
the-blank, true/false, drag-and-drop), relative difficulty level (1-10, where 1 is the easiest), and question 
topic (loops, data types, variables, syntax, indexing, etc.). Diversify the question subtypes or methods 
used within a particular question category. Ensure each part has only one unambiguous correct answer. 
Maintain a high standard of question quality, ensuring clarity, precision, and proper grammar. 
 
Verification Block 
1. Verify the correct answer is the correct answer. If not, replace it with the correct answer. Repeat until 
the answer passes your evaluation. 
2. Verify each incorrect answer is incorrect. If correct, replace it with an incorrect answer. Repeat until 
the answer  
passes your evaluation. 
3. Verify the functionality of code blocks. 
4. Verify that the question difficulty matches the requested difficulty level. 
5. Verify the diversification of question subtypes or methods.” 
 
The System prompt had two main blocks. The “Core Block” assigns ChatGPT its role and 
outlined the types of questions it would generate, while the “Verification Block” ensured that 
ChatGPT executes the “Core Block” properly. The role assigned to the question generator in the 
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first sentence of the “Core Block” was inspired by the prompt used by Doughty. et al. (2024). 
Additionally, other existing work supports the idea of providing a role description for the LLM 
at the beginning of prompts. Furthermore, Lee et al., (2023) highlighted difficulties in 
differentiating subcategories and produced questions of the same type. This information 
influenced the decision to command the prompt to diversify the question subtypes. Moreover, 
the work presented in Doughty et al., (2024) supports the idea to command the model, via the 
prompt, to have one ambiguous answer and promote a high-quality standard for each 
question. Lastly, Shin & Ramanathan (2023) found that when the prompt requested to provide 
every step of a calculation for math problems, ChatGPT’s accuracy improved. A similar 
ideology was applied when creating the verification block, as adding extra steps in to ensure 
correctness, difficulty, and diversification lead to more ideal results.  
 
Subsequently, the following User prompt was used to specify the type of question and topic it 
needed to generate: “Create 10 {question_type} questions about {topic}. Where each {question_type} 
question increments by 1 in difficulty, going from 1 to 10. Respond with the questions formatted as 
JSON objects.” 
 
The User prompt was modified automatically based on the required question type and topic. 
Question types alternated between: (i) Multiple-Choice questions, (ii) True/False questions, 
(iii) Drag-and-Drop, and (iv) Fill-in-the-Blank. Similarly, the topic altered between: (i) If-
statements and (ii) Loops. Hence a prompt like “Create 10 Multiple-Choice questions about If-
statement. Where each Multiple-Choice question increments by 1 in difficulty, going from 1 to 10. 
Respond with the questions formatted as JSON object” would have generated 10 Multiple-Choice 
questions focused on Python If-statement constructs. For each combination of questions type 
and topic, ten API calls were executed. This was done with the purpose of exploring some of 
the generation’s randomness (e.g., creativity) of ChatGPT-4o since the “temperature’ 
hyperparameter of the model was set to 1 (API Reference - OpenAI API; Davis et al., 2023; Ekin, 
2023; Shieh J., 2023). Therefore, a total of 80 sets of 10 questions of different levels of difficulty 
ranging from 1 to 10, were generated.  
 
The User prompt and API call parameters required ChatGPT-4o to output responses in a JSON 
format. This was done to help with the subsequent analysis presented in this work. Moreover, 
it was done to explore the feasibility of integrating this prompt system into a gamified 
educational programming application (see section 3.3). The JSON files not only contained the 
questions and their correct answers but also the difficulty level. For example, Figure 1 shows 
part of the output for ChatGPT when prompted to generate ten True/False questions about if-
statements. Lastly, the total number of lines of code as well as the total number of characters 
contained in each of the questions (i.e., length) were calculated for subsequent analysis. This 
was done with the objective of exploring if there was any correlation between the difficulty 
level of the questions and the number of lines of code the questions used, or the length of the 
questions itself.  
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Figure 1. 
 
Example of questions generated by ChatGPT-4o  

 
 

2.2. Evaluations of questions using ChatGPT-4o 
 
Prior to implementing ChatGPT-4o to rank the questions generated based on their difficulty 
level, each group of ten questions was stripped of any difficulty related information and then 
randomized (i.e. scrambled). This was done to prevent ChatGPT-4o from picking up on the 
pattern of increasing difficulty. The original rankings (difficulty level) provided in step 2.1 
were stored for later comparison. ChatGPT-4o API was used to iterate through each set of 
questions to rank them based on their relative difficulty. The following System prompt and User 
prompt were used to achieve the ranking of the question: 
 
System Prompt 
“You are an expert Python question evaluator focused on evaluating high-quality questions of varying 
difficulty to teach students. The user prompt will specify the type of questions (multiple-choice, fill-in-
the-blank, true/false, drag-and-drop) to evaluate, and the question topic (loops or if statement). You will 
rank the questions based on their relative difficulty level of each of the questions from 1-10, where 1 is 
the easiest. You will ensure that: 
 
-All questions have a ranking associated with them 
-No two questions have the same ranking 
-All rankings are based on the difficulty level of the question 
-The simplest question is rank 1 
-The most difficult question is rank 10 
-All questions rank between 1 and 10, 1 being the simplest and 10 the most difficult. 
-If your responses contain text, try again until your response is only numbers 
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You will provide your answers as a sequence of ranking numbers following the order in which the 
questions were given. For example, the output: [3,6,7,10,8,9,2,4,5,1] will mean that the first question 
given in the user prompt was ranked as the 3rd question based on difficulty level, the second question 
as the 6th question based on difficulty level, and so on.” 
 
User Prompt 
“Rank these 10 {question_type} about {question_topic}. Your response has to be as a sequence of ranking 
numbers following the order in which the questions were given. The questions are: {questions}” 
 
The style of the system prompt is modeled after the question generation prompt to maintain 
consistency and utilize similar principles found in the literature (see sections 2.1). For instance, 
ChatGPT-4o is given a role and there is automatic verification of the output. To ensure the 
output of ChatGPT-4o conformed to the output needed for the subsequent analyses (i.e., a list 
of 10 numbers from 1 -10 without repetition), a verification script was also used. If the output 
format was incorrect, a new API call was executed for that set of questions. Each set of ten 
questions was ranked ten times to observe the variation in ChatGPT’s rankings of the 
questions.  
 
2.3. Evaluations of questions using human participants 
 
To assess ChatGPT-4o’s ability to generate Python programming questions of different 
degrees of difficulty, a human-subject experiment was completed. Participants were asked to 
answer a set of ten questions and rate the difficulty level of each question. Via a survey, 
participants were asked to rate the questions instead of ranking them to minimize the required 
cognitive load necessary to complete the survey (e.g., for ranking, all ten questions need to be 
assessed together, while for rating only one at a time). Before answering the questions, 
volunteers were asked to complete a consent form where they agreed to allow their responses 
to be shared anonymously. They were then asked to indicate their level of experience 
programming in Python, as well as how many years they had used Python. 
 
For this experiment, two sets of If-statements Multiple-choice questions were randomly 
selected. Choosing only one topic helped keep the experiment size manageable. Moreover, If-
statements was chosen instead of Loops because of their relative simplicity (e.g., to implement 
loops requires knowledge of control statements - if-statements) (Gomes et al., 2019). Moreover, 
multiple choice questions were chosen because they had more answer options than True/False 
questions, decreasing the likelihood of correct guesses. Similarly, this type of question can only 
have one correct answer option, unlike Fill in the Blanks questions, which make them easy to 
implement and evaluate in a survey. 
 
The questions from the randomly chosen sets were presented in random order to the 
participants. Participants were only exposed to ten questions from the same set. The set to 
which participants were exposed was also random. Choices for each question were also 
randomly ordered, except for cases where options like “All of the above” or “None of the 
above” were applicable. After answering each question, participants rated the difficulty of the 
questions with a ten-point Likert scale with anchors at one (1- very simple) and ten (10- very 
difficult). Response times for each question pair were measured during the survey. Figure 2 
presents a visual of the screen displayed to participants. 
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Figure 2. 
 
Example of questions shown to participants 

 
 
Lastly, the survey included two control questions randomly mixed in with the questions of 
interest. The purpose of the control question was to ensure that the participants were reading 
the questions and not just randomly selecting answers. The control question asks the 
participant to choose a specific answer without assessing any knowledge of the content.  
 

3. Results 
 
3.1. Evaluation of questions using ChatGPT-4o 
 
As introduced in section 2, ChatGPT-4o was implemented to rank the questions generated (see 
sections 2.1, and 2.2). A Spearman's rank correlation test was conducted to assess the 
relationship between the original rankings (see section 2.1) and new rankings (see section 2.2). 
There was a moderate positive correlation between the two rankings (𝜌 = 0.488, 𝑝 − 𝑣𝑎𝑙𝑢𝑒 <
0.001). This result suggests that there is a statistically significant association between the 
original and new rankings. Hence, the null hypothesis that there is no correlation was rejected, 
supporting the alternative hypothesis that the true rho is not equal to zero. All this suggests 
that while the new and original ranking were not the same, there were some significant 
agreements. 

 
Furthermore, to explore if the questions type and the topics had any confounding effects on 
the correlation estimated between the original and new ranking, Fisher’s transformation for 
the correlation coefficients were performed. As shown in Figure 3, the test for the confounding 
effects of the questions type shows that the strongest correlation was for Drag-and-Drop 
questions, followed by Multiple-Choice-Questions (MCQ). The weakest correlation was for 
True and False questions (T/F). Moreover, all the pairwise correlations comparison tests, 
except for “Drag-and-Drop vs MCQ”, show significant statistical difference. Similarly, when 
looking at the correlations confounded by topic, results show that for the “If-statements” (𝜌 =
0.512) the correlations where greater than for the “Loop” questions (𝜌 = 0.465). Moreover, the 
Fisher's transformation for the correlation coefficients show that this difference was 
statistically significant ( 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.01). Lastly, the spearman's rank correlation tests 
between the rankings and the number of lines of code of the questions show very weak 
positive correlations ( 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑟𝑎𝑛𝑘𝑖𝑛𝑔: 𝜌 = 0.119, 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.001, new ranking: = 0.085,
𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.001). Similarly, the spearman's rank correlation tests between the rankings and 
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the number of characters of the questions (i.e., length) show weak positive correlations 
( 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑟𝑎𝑛𝑘𝑖𝑛𝑔: 𝜌 = 0.286, 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.001, new ranking: = 0.231, 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.001). 
 
Figure 3.  
 
Correlation estimates based on question types 

 
***p-value<0.001 

 
3.2. Evaluation of questions using human participants 
 
For this work, participants were recruited via Amazon Mechanical Turk (AMT) 
[https://www.mturk.com/]. AMT offers a low-cost access to a diverse pool of participants, 
and it has been used in human-subject experiments (Aguinis et al., 2021), and specifically 
experiment to assess complexity in the context of LLM (Busheska & Lopez, 2022; Mcshane & 
Lopez, 2023). For taking the time to voluntarily be part of this study, participants were 
compensated a total of $4.20 (USD) upon completing the questionnaires and correctly 
answering quality control questions.  
 
All the responses collected were filtered based on the conditions that: (i) the participants 
complete all the questions, (ii) they passed the two quality control questions, and (iii) they 
correctly responded the questions with difficulty level 1 and 2. This was done to help ensure 
that analyzed responses came from participants who demonstrated basic understanding of 
Python programming rather than random clicking. After all this filtering, a total of 25 
participants’ responses were analyzed. On average these participants took 13 minutes to 
complete the survey (Mn=11.8, Min=7.7, Max=37.5, SD=6.2). They reported having on average 
2.12 years of experience with Python programming (Mn=2, Min=1, Max=5, SD=1,6). 
 
A Spearman's rank correlation test was conducted to assess the relationship between the 
original ranking generated by ChatGPT-4o and the rating of the human participants. The 
analysis yielded a Spearman's rho value of 0.290 (p-value<0.001), indicating a weak positive 
correlation between the two sets of scores that was statistically significant. Moreover, when 
looking at the average ranking generated by ChatGPT between the questions that were 
correctly answered by participants (µ= 0.85) and those questions that were not correctly 
answered (µ= 5.50), a two-sample t-test showed a statistically significant difference between 
the average ranking of the two groups (p-value<0.001). Lastly, there were no statistically 
significant correlations between the rankings and the number of lines of code or the length of 
the questions. This could be attributed to the low sample size. 
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3.3. Integration into gamified educational application  
 
This work also explores the integration of ChatGPT into a gamified educational application 
with the goal of automatically generating questions of different levels of difficulty. Specifically, 
a script pipeline that leverages ChatGPT API and the prompts shown in section 2.1 was 
integrated into the prototype of an application design to teach Python programming for 
Spanish-speaking users.  
 
The gamified application features several game elements, such as points, leaderboards, 
badges, and challenges. It is divided into five teaching modules covering topics like variables, 
if statements, loops, lists, and strings. After completing each module, users face a “challenge” 
consisting of a series of questions related to the module's topic (see Figure 4, where “Desafío” 
means “challenge” in Spanish). These challenges include various question types, such as True-
False, Drag-and-Drop, and Multiple Choice Questions (MCQs), all of which are automatically 
generated using the ChatGPT API. The application’s code and further details can be found 
here: [https://github.com/lopezbec/AI_Gamification_Python]. 
To render different types of questions in the User Interface (UI), the application utilizes JSON 
files of a specific format. Therefore, the prompt shown in section 2.1 was updated to generate 
JSON files in the required format for each question type. Additionally, a validation script was 
integrated to ensure that the API outputs JSON files in the expected format. Finally, a 
subsequent ChatGPT API call was employed to translate the selected questions into Spanish. 
Since most of the training data for ChatGPT in coding tasks is in English, it was deemed more 
effective to generate programming questions in English first and then translate them into 
Spanish.  
 
Figure 4.  
 
Example of the UI of the gamified educational application 

 
 

4. Discussion 

The primary aim of this study was to assess the capability of ChatGPT-4o to generate Python 
programming questions of varying difficulty levels. To achieve this, a corpus of questions with 
varying degrees of difficulty were generated and two sets of experiments conducted with 
them. The results demonstrate ChatGPT-4o’s consistency in its internal model of what factor 
makes Python programming questions difficult, evidenced by the moderate positive 
correlation between the original difficulty rankings and the new rankings assigned by the 
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model. This significant correlation suggests that ChatGPT-4o's internal difficulty ranking 
aligns with the intended difficulty levels to a considerable extent, helping support the model's 
efficacy in generating appropriately challenging questions. 

An analysis of different question types revealed nuanced performance by ChatGPT-4o. The 
strongest correlation for Drag-and-Drop questions, followed by Multiple-Choice Questions, 
indicates that the model is better able at generating and ranking questions of wider range of 
difficulty levels. The weaker correlation for True and False questions suggests that while 
ChatGPT-4o can handle simple binary choices, its differentiation of subtle difficulty variations 
in such questions might be less effective. This variance aligns with educational theory, which 
posits that questions requiring higher-order thinking skills (e.g., Drag-and-Drop) are more 
complex, which could explain why ChatGPT-4o does a better job discriminating their 
difficulty level (Jones et al., 2009). Topic-based analysis further supports the model's nuanced 
capabilities. Questions related to “If-statements” had a higher correlation compared to “Loop” 
questions, indicating that ChatGPT-4o might be more adept at generating and ranking 
questions on simpler programming constructs. Lastly, the moderate correlations between the 
rankings and the number of characters suggest that the length of the question plays a more 
substantial role in the ranking decisions compared to the number of lines of code. This could 
be due to the possibility that longer questions might be perceived as more detailed or 
comprehensive, thereby earning higher rankings. However, the fact that only weak 
correlations were found indicates that other factors could play a more important role in the 
ranking of the questions. 

The human subject experiment provided additional insights into the model's capabilities and 
the difficulty validity of its generated questions. Despite its weakness, the significance of the 
correlation suggests some alignment between difficulty levels of the questions generated and 
human perceptions of question difficulty. Further analysis showed that questions correctly 
answered by participants had a significantly lower average ranking compared to questions 
they did not answer correctly. This suggests that ChatGPT-4o effectively generated difficult 
questions, as these were the ones participants struggled with more. This finding underscores 
the model’s ability to create questions that genuinely reflect varying levels of difficulty, as 
perceived by human participants. 
 
The ability of ChatGPT-4o to generate questions of varying difficulty has significant practical 
implications. For educators and instructional designers, this capability can streamline the 
creation of diverse assessment materials tailored to different learning stages. This capability 
could facilitate the integration of LLM pipelines into educational applications that adapt 
content to student skill levels. However, as demonstrated in this study, integrating LLMs into 
educational applications requires implementing validation steps to ensure the generated 
questions comply with the format needed for the educational application to render the 
questions in the UI. Moreover, as suggested by Wang et al. (2024), achieving an adaptive 
learning experience requires not only content personalization but also knowledge tracing. 
Lastly, the findings of this work could help support the idea that advanced models like 
ChatGPT-4o can manage complex, pedagogically sound question generation and capture 
nuanced factors that contribute to the perceived difficulty of programming questions. 
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4.1. Limitations and Future Research 
 
Despite the encouraging results, the study has limitations that warrant discussion. The 
moderate correlation between the original and new rankings suggests there is still room for 
improvement in ChatGPT-4o’s ranking accuracy. Future research should focus on refining the 
model’s algorithms to enhance its ability to differentiate between subtle gradations of 
difficulty, particularly for simpler question types like True-and-False. 
 
The reliance on Amazon Mechanical Turk for participant recruitment, while offering a broad 
participant base, introduces variability in the responses due to diverse backgrounds and 
programming experience. Future studies should aim for a larger and a more controlled 
participant selection to ensure a more homogenous sample in terms of Python programming 
expertise, thus providing a clearer assessment of the model’s capabilities. 
 
Additionally, the human-subject experiment focuses on a specific question type and topic, 
which limits the generalizability of the findings. Future research should explore a wider range 
of programming constructs and question formats to provide a comprehensive understanding 
of ChatGPT-4o’s capabilities. Investigating the model’s performance in generating questions 
on more advanced topics or across different programming languages would also be valuable. 
 

5. Conclusions 
 
This study explores the potential of Large Language Models (LLMs), specifically ChatGPT-4o, 
in generating Python programming questions with varying degrees of difficulty. 
Programming is an invaluable skill that opens career opportunities, develops problem-solving 
skills, and enhances technical literacy. However, teaching and engaging students with 
programming can be challenging. Educators have employed several approaches to try and 
mitigate these issues, such as gamification. Unfortunately, these efforts appear inadequate -- 
research has indicated the need to move toward adaptive systems capable of tailoring its 
content (e.g., questions, tasks) to unique users’ skill levels. Thankfully with the advancement 
of LLMs, researchers have started exploring how they can be used for automatic questions 
generation. 
 
The ability to automatically create questions of different difficulties could significantly 
enhance adaptive educational applications. Towards this end, a series of experiments 
involving both ChatGPT-4o and human participants were conducted to evaluate ChatGPT-
4o's capacity to generate diverse question types across various topics and difficulty levels. The 
findings reveal a weak positive correlation between the difficulty rankings assigned by 
ChatGPT-4o and the perceived difficulty ratings given by participants. These results indicate 
that LLMs, like ChatGPT-4o, could effectively generate questions that span a wide range of 
difficulty levels.  
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Moreover, integrating a LLM pipeline into an existing gamified educational application helps 
showcases challenges educators might face when leveraging LLMs. Nevertheless, such 
integration could allow for adaptive learning experiences where content is dynamically 
tailored to student skill levels, potentially enhancing engagement and educational outcomes. 
By combining game elements like points, leaderboards, badges, and challenges with the 
automated generation of questions of different level of difficulty, the learning environment 
could become more interactive and motivating for students. Though, by addressing the 
limitations of this work and expanding the scope of future research, the reliability and 
applicability of AI-driven question generation can be further enhanced. This would ultimately 
contribute to more efficient and effective educational applications, transforming learning 
experiences to be more personalized, engaging, and effective.  
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